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1. Introduction

Let $\mathbb{F}$ be a field and $G$ be a group. We say that a non-zero element $\alpha$ in the group algebra $\mathbb{F}[G]$ is a zero divisor if $\alpha \beta = 0$ for some non-zero $\beta \in \mathbb{F}[G]$. A famous conjecture about group algebras, namely the zero divisor conjecture, states that there is no zero divisor in $\mathbb{F}[G]$ whenever $G$ is torsion-free. Another famous problem, namely the unit conjecture, states that $\mathbb{F}[G]$ has no non-trivial units (i.e., units which are not non-zero scalar multiples of group elements) whenever $G$ is torsion-free (see [5, 6]). It can be shown that the zero divisor conjecture is true if the unit conjecture has an affirmative solution (see [8, Lemma 13.1.2]).

The support of an element $\alpha = \sum_{g \in G} \alpha_g g \in \mathbb{F}[G]$, denoted by $\text{supp}(\alpha)$, is the set $\{ g \in G \mid \alpha_g \neq 0 \}$. The length of an element of $\mathbb{F}[G]$ is defined as the size of its support. A recent approach to settle the above conjectures is to show the non-existence of such elements with respect to the length of possible ones (see [1, 2, 3, 11, 12]). The case length 2 is not so hard, however non-trivial, and has been done (e.g. [11, Theorem 2.1] and [3, Theorem 4.2]). The first unsettled case is the existence of such elements of length 3. Possible length 3 zero divisors in group algebras form the focus of the study in this paper. We first note that

**Theorem 1.1.** Let $G$ be a torsion-free group and $\alpha = \alpha_1 h_1 + \alpha_2 h_2 + \alpha_3 h_3$ be a zero divisor with the support size 3 in $\mathbb{Q}[G]$. Then either $h_1 + h_2 + h_3$ or $h_1 - h_2 + h_3$ is a zero divisor in $\mathbb{Z}[G]$.

We then prove that the rational group algebras of torsion-free groups which are residually finite $p$-groups for some prime $p \neq 3$ have no zero divisor of length 3.
Theorem 1.2. Let $G$ be a residually finite $p$-group for some prime number $p \neq 3$. Then $\mathbb{Q}[G]$ has no zero divisor whose support size is 3. Furthermore, if $G$ is a residually finite 3-group then there exist no zero divisor of the form $h_1 - h_2 + h_3$ in $\mathbb{Q}[G]$.

We note that the determination of all zero divisors of length 3 in group algebras over $\mathbb{F}_2$ of cyclic groups is equivalent to find all trinomials (polynomials with 3 non-zero terms) divided by irreducible polynomials over $\mathbb{F}_2$. The latter is a subject studied in coding theory [4] and we add here some results.

Proposition 1.3. Let $G$ be a group, $x \in G$, $n := o(x) > 2$. Suppose that $\alpha \in \mathbb{F}[G]$, $1 \in \text{supp}(\alpha) \subseteq \langle x \rangle$ is a zero divisor so that $\alpha \beta = 0$ for some non-zero $\beta \in \mathbb{F}[G]$ where $1 \in \text{supp}(\beta)$ and $|\text{supp}(\beta)|$ is minimum with respect to the property $\alpha \beta = 0$. Then, there exists at least one irreducible factor of $X^n - 1$ in $\mathbb{F}[X]$ which divides $\alpha(X)$. Also, there exists at least one irreducible factor of $X^n - 1$ in $\mathbb{F}[X]$ which divides $\beta(X)$.

Theorem 1.4. Let $G$ be a group, $x \in G$, $n := o(x) > 2$, $\alpha \in \{1 + x + x^{-1}, 1 + x + x^2\} \subset \mathbb{F}_2[G]$ and $\alpha \beta = 0$ for some non-zero $\beta \in \mathbb{F}_2[G]$ where $1 \in \text{supp}(\beta)$ and $|\text{supp}(\beta)|$ is minimum with respect to the property $\alpha \beta = 0$. Then $\beta = \beta'$ or $\beta = \beta'x^{-1}$ where $\beta' := \sum_{i=0}^{n-2} x^{s_i}$ such that $s_0 = 0$, $s_1 = 1$ and $s_i = s_{i-2} + 3$, for all $i \in \{2, 3, \ldots, k\}$.

Theorem 1.5. Let $G$ be a group, $x \in G$, $n := o(x) > 2$, $\alpha \in \{1 + x + x^{-1}, 1 + x + x^2\} \subset \mathbb{F}_2[G]$ and $\alpha \beta = 0$ for some non-zero $\beta \in \mathbb{F}_2[G]$ where $1 \in \text{supp}(\beta)$ and $|\text{supp}(\beta)|$ is minimum with respect to the property $\alpha \beta = 0$. Then $n$ must be a multiple of 3 and $|\text{supp}(\beta)| = 2n/3$.

Theorem 1.6. Let $G$ be a group, $x \in G$, $n := o(x) > 2$, $\alpha \in \{1 + x + x^3, 1 + x^2 + x^3\} \subset \mathbb{F}_2[G]$ be a zero divisor. Then $n$ must be a multiple of 7.

2. Zero divisors with odd support sizes

Throughout this paper, let $\mathbb{F}_q$ denote the finite field of size $q$. The following result is well-known, we mention its proof for the reader’s convenience.

Proposition 2.1. Let $G$ be a finite $p$-group and $\mathbb{F}$ be a field of characteristic $p$. If $\alpha := \sum_{g \in G} \alpha_g g$ in $\mathbb{F}[G]$ is such that $\sum_{g \in G} \alpha_g \neq 0$, then $\alpha$ is invertible. In particular, $\alpha$ is not a zero divisor of $\mathbb{F}[G]$.
Proof. Let $\lambda := \sum_{g \in G} \alpha_g$. Then $\iota = \lambda \cdot 1_G - \alpha \in I(G)$, where $I(G)$ is the augmentation ideal of $\mathbb{F}[G]$. Since $I(G)$ is nilpotent (see e.g. [10, Exercise 6 (b), page 226]), $\iota^m = 0$ for some positive integer $m$ and so $(1 - \lambda^{-1}\iota)(\sum_{i=0}^{m-1}(\lambda^{-1}\iota)^i) = 1$. Thus $\alpha = \lambda(1 - \lambda^{-1}\iota)$ is invertible. This completes the proof. \hfill $\Box$

**Theorem 2.2.** Let $G$ be a residually finite 2-group. Then $\mathbb{F}_2[G]$ has no zero divisor whose support size is odd.

Proof. Suppose, for a contradiction, that $\alpha\beta = 0$ for some non-zero $\alpha, \beta \in \mathbb{F}_2[G]$ such that $|\text{supp}(\alpha)|$ is odd. Let $A := \{x^{-1}y | x, y \in \text{supp}(\alpha) \text{ or } x, y \in \text{supp}(\beta) \text{ and } x \neq y\}$. So, there exists a normal subgroup $N$ of $G$ such that $A \cap N = \emptyset$ and the quotient $G/N$ is a finite 2-group. It follows that $\pi \overline{\beta} = \overline{0}$, where $\pi : \mathbb{F}_2[G] \to \mathbb{F}_2[G/N]$ is the natural ring epimorphism such that $\pi(x) = xN$ for all $x \in G$. Since $A \cap N = \emptyset$, $|\text{supp}(\beta)| = |\text{supp}(\overline{\beta})|$ and $|\text{supp}(\alpha)| = |\text{supp}(\overline{\alpha})|$. The latter contradicts proposition 2.1. This completes the proof. \hfill $\Box$

**Proof of Theorem 1.1.** We may assume $\alpha$ is a zero divisor in $\mathbb{Z}[G]$ and $\gcd(\alpha_1, \alpha_2, \alpha_3) = 1$. Suppose, for a contradiction, that $p \mid \alpha_1$ but $p \nmid \alpha_2$ or $p \nmid \alpha_3$ for some prime $p$. So $\alpha' = \alpha_2 h_2 + \alpha_3 h_3$ is a zero divisor with the support size 1 or 2 in the group algebra of $G$ over the finite field of size $p$, a contradiction, since for any field $\mathbb{F}$, $\mathbb{F}[G]$ does not contain a zero divisor whose support is of size at most 2 (see [11, Theorem 2.1]). Therefore $|\alpha_1| = |\alpha_2| = |\alpha_3|$. This completes the proof. \hfill $\Box$

**Proof of Theorem 1.2.** If $p = 2$ then by Theorem 2.2 and [11, Theorem 2.1 and Lemma 2.2], the statement is obviously true. Let $G$ be a residually finite $p$-group for some prime number $p \neq 2$ and $\alpha = \alpha_1 h_1 + \alpha_2 h_2 + \alpha_3 h_3$ be a zero divisor with the support size 3 in $\mathbb{Q}[G]$. Then by Theorem 1.1, there exists a zero divisor of the form $h_1 + h_2 + h_3$ or $h_1 - h_2 + h_3$ in $\mathbb{Q}[G]$. So, there exists a zero divisor of the form $h_1 + h_2 + h_3$ or $h_1 - h_2 + h_3$ in $\mathbb{F}_p[G]$. Therefore, if $p > 3$ then there is a contradiction by proposition 2.1 and so $\mathbb{Q}[G]$ has no zero divisor whose support size is 3. On the other hand, if $p = 3$ then by proposition 2.1, $h_1 - h_2 + h_3$ can not be a zero divisor in $\mathbb{F}_p[G]$ and so there exist no zero divisor of the form $h_1 - h_2 + h_3$ in $\mathbb{Q}[G]$. This completes the proof. \hfill $\Box$
3. Zero divisors of the form $1 + x^i + x^j$ in group algebras over $\mathbb{F}_2$

Let $G$ be a group, $x \in G$, $n := o(x) > 2$. Suppose that $\alpha \in \mathbb{F}_2[G]$, $1 \in \text{supp}(\alpha) \subseteq \langle x \rangle$ is a zero divisor so that $\alpha \beta = 0$ for some non-zero $\beta \in \mathbb{F}_2[G]$. We may assume that $1 \in \text{supp}(\beta)$ and by [1, Lemma 2.5], if we choose $\beta$ of minimum support size with respect to the property $\alpha \beta = 0$, then $\text{supp}(\beta) \subseteq \langle \text{supp}(\alpha) \rangle \subseteq \langle x \rangle$. In this section, we want to study possible values of $n$ with the following property: There exist distinct $i, j \in \{1, 2, \ldots, n-1\}$ such that $\alpha = 1 + x^i + x^j$.

Let $\mathbb{F}[X]$ denote the polynomial ring in the indeterminate $X$. In the following we use the ring isomorphism $\mathbb{F}[\langle x \rangle] \cong \frac{\mathbb{F}[X]}{X^n-1}$, where $\langle X^n-1 \rangle$ is the ideal generated by $X^n-1$ in $\mathbb{F}[X]$. Actually the map $x \mapsto X$ can be extended to an epimorphism from $\mathbb{F}[\langle x \rangle]$ to $\mathbb{F}[X]$ whose kernel is $\langle X^n-1 \rangle$. We denote by $\alpha(X)$ the image of $\alpha \in \mathbb{F}[\langle x \rangle]$ under the latter ring epimorphism. Note that $\alpha \beta = 0$ in $\mathbb{F}[\langle x \rangle]$ is equivalent to $\alpha(X)\beta(X) \in \langle X^n-1 \rangle$.

**Lemma 3.1.** Let $\alpha(X) \in \mathbb{F}[X]$ and $\alpha(X) \not\in \langle X^n-1 \rangle$ for some positive integer $n$. Then, $\alpha(X)\beta(X) \in \langle X^n-1 \rangle$ for some $\beta(X) \in \mathbb{F}[X]$ such that $\beta(X) \not\in \langle X^n-1 \rangle$ if and only if there exists at least one irreducible factor of $X^n-1$ in $\mathbb{F}[X]$ which divides $\alpha(X)$.

**Proof.** Suppose, for a contradiction, that $f(X) \nmid \alpha(X)$ for each irreducible polynomial $f(X) \in \mathbb{F}[X]$ which is a factor of $X^n-1$. Since $\alpha(X)\beta(X) \in \langle X^n-1 \rangle$, it follows that $\beta(X) \in \langle X^n-1 \rangle$, a contradiction.

Now suppose that $\alpha(X) = f(X)r(X)$ for some irreducible factor $f(X)$ of $X^n-1$ and some $r(X) \in \mathbb{F}[X]$. Assume that $X^n-1 = f(X)\beta(X)$ for some $\beta(X) \in \mathbb{F}[X]$. It follows that $\beta(X) \not\in \langle X^n-1 \rangle$ and $\alpha(X)\beta(X) \in \langle X^n-1 \rangle$. This completes the proof. 

**Proof of Proposition 1.3.** It follows from Lemma 3.1. 

**Definition 3.2.** If $f \in \mathbb{F}_q[X]$ is a polynomial such that $f(0) \neq 0$, then the least positive integer $t$ for which $f$ divides $X^t-1$ is called the order of $f$.

**Lemma 3.3.** [7, Corollary 3.4] If $f \in \mathbb{F}_q[X]$ is an irreducible polynomial over $\mathbb{F}_q$ of degree $m$, then the order of $f$ divides $q^m - 1$. 

Definition 3.4. For any field $\mathbb{F}$, a polynomial $f$ in $\mathbb{F}[X]$ is called a trinomial whenever $f$ has only three non-zero terms i.e., $f = \alpha_1 X^i + \alpha_2 X^j + \alpha_3 X^k$, where $\alpha_1, \alpha_2, \alpha_3$ are non-zero and $i, j, k$ are pairwise distinct non-negative integers.

Remark 3.5. (1) If $f \in \mathbb{F}_q[X]$ is an irreducible polynomial such that $f(0) \neq 0$, then the order of $f$ is $t$ if and only if $f$ divides the cyclotomic polynomial $Q_t(X) = \prod_{d|t} (1 - X^{t/d})^{\mu(d)}$, where $\mu(d)$ is the Möbius function. Also, any monic irreducible factor of $Q_t$ has the same degree.

(2) Let $t$ be an odd positive integer and $f, g \in \mathbb{F}_2[X]$ be two distinct monic irreducible factors of $Q_t$. Then $f$ divides a trinomial if and only if $g$ divides a trinomial. Furthermore, if an irreducible polynomial in $\mathbb{F}_2[X]$ of order $t$ divides a trinomial, then any irreducible polynomial in $\mathbb{F}_2[X]$ of order $lt$ divides a trinomial, for all odd positive integers $l$.

(3) Let $G$ be a group, $x \in G$, $n := o(x) > 2$, $\alpha = 1 + x^i + x^j \in \mathbb{F}_2[G]$ for some distinct $i, j \in \{1, 2, \ldots, n-1\}$ and $\alpha\beta = 0$ for some non-zero $\beta \in \mathbb{F}_2[G]$, where $1 \in \text{supp}(\beta)$ and $|\text{supp}(\beta)|$ is minimum with respect to the property $\alpha\beta = 0$. Then by proposition 1.3, there exists at least one irreducible factor of $X^n + 1$ in $\mathbb{F}_2[X]$ which divides the trinomial $\alpha(X)$. If $n = 2^k l$ for some odd integer $l > 1$ and some positive integer $k$, then by proposition 1.3, there exists at least one irreducible factor of $X^l + 1$ in $\mathbb{F}_2[X]$ which divides the trinomial $\alpha(X)$, since $X^n + 1 = (X^l + 1)^{2^k}$ in $\mathbb{F}_2[X]$.

Theorem 3.6. [4, Theorem 7 (Welch’s Criterion)] For any odd positive integer $t$, any irreducible polynomial in $\mathbb{F}_2[X]$ of order $t$ divides a trinomial if and only if $\gcd(1 + X^t, 1 + (1 + X)^t)$ has degree greater than 1.

Corollary 3.7. There exists a zero divisor $\alpha$ in the group algebra $\mathbb{F}_2[\mathbb{Z}_n]$ such that $|\text{supp}(\alpha)| = 3$ if and only if there exists an odd positive integer $t$ such that $t \mid n$ and $\gcd(1 + X^t, 1 + (1 + X)^t)$ has degree greater than 1 in the ring $\mathbb{F}_2[X]$.

Remark 3.8. By Corollary 3.7, if $\alpha \in \mathbb{F}_2[\mathbb{Z}_n]$, $|\text{supp}(\alpha)| = 3$ and there exists an irreducible polynomial $f \in \mathbb{F}_2[X]$ of order $t$, for some odd positive integer $t \mid n$, which divides $\alpha(X)$, then $\alpha$ is a zero divisor in the group algebra $\mathbb{F}_2[\mathbb{Z}_n]$. 
Example 3.9. Let $\alpha = x^3 + x + 1$ be an element of the group algebra $F_2[Z_7]$, where $Z_7 = \langle x \rangle$. It is easy to see that $\alpha(X) = X^3 + X + 1$ is an irreducible polynomial of order 7 in $F_2[X]$ which is already a trinomial. So, $\alpha$ is a zero divisor of $F_2[Z_7]$. Also, $\alpha \beta = 0$ for $\beta = (x^3 + x^2 + 1)(x + 1) \in F_2[Z_7]$ because $\alpha(X)\beta(X) = X^7 + 1$.

Example 3.10. Let $\alpha = x^{16} + x + 1$ be an element of the group algebra $F_2[Z_{85}]$ where $Z_{85} = \langle x \rangle$. It can be seen that $\alpha(X) = X^{16} + X + 1 = (X^8 + X^6 + X^5 + X^3 + 1)(X^8 + X^6 + X^5 + X^4 + X^3 + X + 1)$ and $f(X) = X^8 + X^6 + X^5 + X^4 + X^3 + X + 1$ is an irreducible polynomial of order 85. So, $\alpha$ is a zero divisor of $F_2[Z_{85}]$.

Remark 3.11. (1) Let $M$ be the set of all positive integers $t$ such that any irreducible polynomial in $F_2[X]$ of order $t$ divides a trinomial but no irreducible polynomial of order $d$ divides a trinomial, for all $d | t$ such that $d \neq t$. It is easy to see that if $t \in M$ then $t$ is an odd positive integer greater than 1. Also we note that over any finite field, $t | n$ if and only if $(X^t - 1) | (X^n - 1)$, for all positive integers $t$ and $n$.

(2) Let $G$ be a group, $x \in G$, $n := o(x) > 2$, $\alpha = 1 + x^i + x^j \in F_2[G]$, for some distinct $i, j \in \{1, 2, \ldots, n-1\}$, and $\alpha \beta = 0$ for some non-zero $\beta \in F_2[G]$ where $1 \in \text{supp}(\beta)$ and $|\text{supp}(\beta)|$ is minimum with respect to the property $\alpha \beta = 0$. Then by part (1) and Remark 3.5, the set of all possible values of $n$ is the set of all odd multiples of elements of $M$.

In the following, some results about the elements of $M$ which are obtained in [4] are given.

Theorem 3.12 (See [4]). Let $M$ be the set of all positive integers $t$ such that any irreducible polynomial in $F_2[X]$ of order $t$ divides a trinomial but no irreducible polynomial of order $d$ divides a trinomial, for all $d | t$ such that $d \neq t$. Then,

(1) All Mersenne primes i.e., prime numbers of the form $2^m - 1$ where $m \in \mathbb{N}$, are in $M$.

(2) By computer search among non-Mersenne prime numbers smaller than 3000000, there exist only five elements 73, 121369, 178481, 262657 and 599479 in $M$.

(3) By computer search among non-prime numbers smaller than 1000000, there exist only ten elements 85, 2047, 3133, 4369, 11275, 49981, 60787, 76627, 140911 and 486737 in $M$. 
4. Zero divisors of the form $1 + x^i + x^j \in \mathbb{F}_2[\langle x \rangle]$ for some special values of $(i, j)$

Let $G$ be a group, $x \in G$, $n := o(x) > 2$. Suppose that $\alpha \in \mathbb{F}_2[G]$, where $1 \in \text{supp}(\alpha) \subseteq \langle x \rangle$, is a zero divisor so that $\alpha \beta = 0$ for some non-zero $\beta \in \mathbb{F}_2[G]$. We may assume that $1 \in \text{supp}(\beta)$ and by [1, Lemma 2.5], if we choose $\beta$ of minimum support size with respect to the property $\alpha \beta = 0$, then $\text{supp}(\beta) \subseteq (\text{supp}(\alpha)) \subseteq \langle x \rangle$.

In this section, we focus on the cases that $(i, j) \in \{(1, -1), (1, 2)\} \cup \{(1, 3), (2, 3), (2, n-1), (n-3, n-2), (1, n-2), (n-3, n-1)\}$. Firstly for the case $(i, j) \in \{(1, -1), (1, 2)\}$, we show that $n$ must be a multiple of 3 and $\beta = \beta'$ or $\beta = \beta'x^{-1}$ where $\beta' := \sum_{i=0}^{n-2} x^i$ such that $s_0 = 0$, $s_1 = 1$ and $s_i = s_{i-2} + 3$, for all $i \in \{2, 3, \ldots, k\}$. Secondly for the case $(i, j) \in \{(1, 3), (2, 3), (2, n-1), (n-3, n-2), (1, n-2), (n-3, n-1)\}$, we show that $n$ must be a multiple of 7.

Throughout this section, let $A^+ := A+1$, $A^{2+} := A+2$ and $A^- := A-1$, where $n > 1$ is a positive integer and $A$ is a subset of $\mathbb{Z}_n$.

**Lemma 4.1.** Let $A := \{t_0, t_1, \ldots, t_k\}$ be a subset of $\mathbb{Z}_n$ such that $t_0 = 0$, $1 \leq t_1 < t_2 < \cdots < t_k \leq n-1$ and the multiplicity of each element in $A \cup A^+ \cup A^{2+}$ is 2. Then for all $i \in \{1, 2, \ldots, k\}$, either $t_i = t_{i-1} + 1$ or $t_i = t_{i-1} + 2$.

**Proof.** Since $t_0 = 0$ and $1 \leq t_1 < t_2 < \cdots < t_k \leq n-1$, the following inequalities are satisfied:

1. $(0 \leq t_0 \leq t_1 \leq t_2 \leq t_3 \leq \cdots \leq t_k \leq n-1 \leq t_k + 1$

Let $i \in \{1, 2, \ldots, k\}$. Since the multiplicity of each element in $A \cup A^+ \cup A^{2+}$ is 2, either $t_i = t_l + 1 (mod\ n)$ or $t_i = t_l + 2 (mod\ n)$, for some $l \in \{0, 1, \ldots, k\}$.

1. Let $t_i = t_l + 1 (mod\ n)$. If $i < l$ then $1 \leq t_i \leq t_l \leq t_i + 1 \leq n$, that is a contradiction with $t_i = t_l + 1 (mod\ n)$. Therefore, $i > l$ and so $t_l \leq t_i$ and $t_i \leq n-1$. Since $t_i \leq n-1$ and $t_l + 1 \leq n-1$, we have $t_i = t_l + 1$. Therefore by 1, $l = i - 1$ and $t_i = t_{i-1} + 1$.

2. Let $t_i = t_l + 2 (mod\ n)$. Suppose, for a contradiction, that $i \leq l$. Then $t_i \leq t_l \leq t_l + 2 \leq n + 1$. If $t_l + 2 \leq n + 1$, then $1 \leq t_i \leq t_l + 2 \leq n$, that is a
contradiction with \( t_i = t_i + 2 \pmod{n} \). Therefore, \( t_i + 2 = n + 1 \) and so \( t_i = 1 \), \( t_i = n - 1 \) and \((0 =)t_0 = t_i + 1 \pmod{n}\). Hence, \( t_i = t_0 + 1 = t_i + 2 \pmod{n} \) i.e., the multiplicity of an element in \( A \cup A^\ast \cup A^{2^\ast} \) is greater than 2, a contradiction. Therefore, \( i > l \) and so \( t_l \leq l \) and \( l < k \). Since \( t_i \leq t_i \leq n - 1 \), we have \( t_i + 2 \leq n \). If \( t_i + 2 = n \), then \( t_i = 0 \pmod{n} \), that is a contradiction with \( 1 \leq t_i \leq n - 1 \). Therefore, \( t_i + 2 \leq n - 1 \) and so \( t_i = t_i + 2 \) because \( 1 \leq t_i \leq n - 1 \) and \( t_i = t_i + 2 \pmod{n} \).

Since \( l < i \) we have \( l \leq i - 1 \). In the following we show that \( l = i - 1 \). Suppose, for a contradiction, that \( l < i - 2 \). By 1, \( t_{i-3} \leq t_{i-3} + 1 \leq t_{i-2} \leq t_{i-2} + 1 \leq t_{i-1} \). So, \( t_{i-3} + 2 \leq t_{i-1} \). On the other hand, \( l \leq i - 3 \) and so \( t_l \leq t_{i-3} \). Therefore, \( t_{i-1} \geq t_l = t_l + 2 \leq t_{i-3} + 2 \), that is a contradiction with \( t_{i-3} + 2 \leq t_{i-1} \). Thus \( i - 2 \leq l \leq i - 1 \). Now suppose, for a contradiction, that \( l = i - 2 \). Then \( t_l = t_{i-2} + 2 \). By 1, \( t_{i-2} \leq t_l + 1 \leq t_{i-1} \leq t_l = t_{l-2} + 2 \) and \( t_{i-1} = t_{i-2} + 1 \). Therefore, \( t_{i-2} + 2 = t_l = t_{i-1} + 1 \) i.e., the multiplicity of an element in \( A \cup A^\ast \cup A^{2^\ast} \) is greater than 2, a contradiction. So, \( l = i - 1 \) because \( i - 2 \leq l \leq i - 1 \). Therefore, \( t_i = t_{i-1} + 2 \).

**Lemma 4.2.** Let \( A := \{t_0, t_1, \ldots, t_k\} \) be a subset of \( \mathbb{Z}_n \) such that the multiplicity of each element in \( A \cup A^\ast \cup A^{2^\ast} \) is 2. Then \( t_i + 1 \not\in A \) or \( t_i + 2 \not\in A \), for all \( i \in \{0, 1, \ldots, k\} \).

**Proof.** Suppose, for a contradiction, that there are distinct \( l, s \in \{0, 1, \ldots, k\} \) such that \( t_l = t_l + 1 \pmod{n} \) and \( t_s = t_s + 2 \pmod{n} \). Then \( t_s = t_l + 1 = t_s + 2 \pmod{n} \) i.e., the multiplicity of an element in \( A \cup A^\ast \cup A^{2^\ast} \) is greater than 2, a contradiction. This completes the proof.

**Corollary 4.3.** Let \( A := \{t_0, t_1, \ldots, t_k\} \) be a subset of \( \mathbb{Z}_n \) such that \( t_0 = 0 \), \( 1 \leq t_1 < t_2 < \cdots < t_k \leq n - 1 \) and the multiplicity of each element in \( A \cup A^\ast \cup A^{2^\ast} \) is 2. Then either \( t_i = t_{i-1} + 1 \) and \( t_i + 2 \not\in A \) or \( t_i = t_{i-1} + 2 \) and \( t_{i-1} + 1 \not\in A \), for all \( i \in \{1, 2, \ldots, k\} \).

**Proof.** Lemmas 4.1 and 4.2 complete the proof.

**Lemma 4.4.** Let \( A := \{t_0, t_1, \ldots, t_k\} \) be a subset of \( \mathbb{Z}_n \) such that \( t_0 = 0 \), \( 1 \leq t_1 < t_2 < \cdots < t_k \leq n - 1 \) and the multiplicity of each element in \( A \cup A^\ast \cup A^{2^\ast} \) is 2. If \( t_i - 1 \not\in A \) for some \( i \in \{1, 2, \ldots, k\} \), then \( t_i + 1 \pmod{n} \) \( \in A \). Furthermore if \( i < k \), then \( t_{i+1} = t_i + 1 \).

**Proof.** Suppose that \( t_i - 1 \not\in A \) for some \( i \in \{1, 2, \ldots, k\} \). Then \( t_i - 1 \leq t_i - 1 \leq t_i \). Therefore, \( t_i > t_{i-1} + 1 \) and so
by Lemma 4.1, $t_i = t_{i-1} + 2$. Since the multiplicity of each element in $A \cup A^+ \cup A^{2+}$ is 2, there must be an $l \in \{0, 1, \ldots, k\} \setminus \{i\}$ such that either $t_i + 1 = t_i + 2 \pmod{n}$ or $t_i + 1 = t_i (\pmod{n})$. If $t_i + 1 = t_i + 2 \pmod{n}$, then $t_{i-1} + 2 = t_i = t_i + 1 \pmod{n}$ i.e., the multiplicity of an element in $A \cup A^+ \cup A^{2+}$ is greater than 2, a contradiction. So, $t_i = t_i + 1 \pmod{n}$ for some $l \in \{0, 1, \ldots, k\} \setminus \{i\}$. Now if $i < k$, then

(2) $0 = t_0 \leq t_1 \leq t_i + 1 \leq \cdots \leq t_i \leq t_{i+1} \leq \cdots \leq t_k \leq n - 1$

By 2, $t_{i+1} = t_i + 1$. \hfill \Box

**Lemma 4.5.** Let $A := \{t_0, t_1, \ldots, t_k\}$ be a subset of $\mathbb{Z}_n$ such that $t_0 = 0$, $1 \leq t_1 < t_2 < \cdots < t_k \leq n - 1$ and the multiplicity of each element in $A \cup A^+ \cup A^{2+}$ is 2. If $0 \in A^+$ then $t_k = n - 1$ and $1 \not\in A$. Also if $0 \in A^{2+}$ then $t_k = n - 2$ and $1 \in A$.

**Proof.** Since the multiplicity of each element in $A \cup A^+ \cup A^{2+}$ is 2 and $(0 =) t_0 \in A$, either $0 = t_i + 1 \pmod{n}$ or $0 = t_i + 2 \pmod{n}$, for some $l \in \{1, 2, \ldots, k\}$.

(1) Let $0 = t_i + 1 \pmod{n}$ i.e., $0 \in A^+$. Therefore because $1 \leq t_i \leq n - 1$, $t_i + 1 = n$ and so $t_i = t_k = n - 1$ and $1 = t_k + 2 \pmod{n}$. If $1 \in A$, then $t_1 = 1$ and $t_1 = t_0 + 1 = t_k + 2 \pmod{n}$ i.e., the multiplicity of an element in $A \cup A^+ \cup A^{2+}$ is greater than 2, a contradiction. So, $1 \not\in A$.

(2) Let $0 = t_i + 2 \pmod{n}$ i.e., $0 \in A^{2+}$. Therefore because $1 \leq t_i \leq n - 1$, we have $t_i + 2 = n$ and so $t_i = n - 2$. So, $l = k - 1$ or $l = k$ because $1 \leq t_l \leq t_k \leq n - 1$. If $l = k - 1$ then $t_k = n - 1$, $t_{k-1} = n - 2$ and $t_0 = t_{k-1} + 2 = t_k + 1 \pmod{n}$ i.e., the multiplicity of an element in $A \cup A^+ \cup A^{2+}$ is greater than 2, a contradiction. Therefore, $l = k$ and $t_k = n - 2$. If $1 \not\in A$, then there exist no $i \in \{1, 2, \ldots, k\}$ such that $t_0 + 1 = t_i \pmod{n}$ or $t_0 + 1 = t_i + 2 \pmod{n}$ because $2 \leq t_i \leq n - 2$ and $4 \leq t_i + 2 \leq n$ i.e., the multiplicity of $t_0 + 1 \in A \cup A^+ \cup A^{2+}$ is 1, a contradiction. So, $1 \in A$. \hfill \Box

**Corollary 4.6.** Let $A := \{t_0, t_1, \ldots, t_k\}$ be a subset of $\mathbb{Z}_n$ such that $t_0 = 0$, $1 \leq t_1 < t_2 < \cdots < t_k \leq n - 1$ and the multiplicity of each element in $A \cup A^+ \cup A^{2+}$ is 2. If $1 \in A$ then $t_k = n - 2$ and otherwise $t_k = n - 1$.

**Proof.** If $1 \in A$, then by Lemma 4.5, $0 \in A^{2+}$ and $t_k = n - 2$. If $1 \not\in A$, then by Lemma 4.5, $0 \in A^+$ and $t_k = n - 1$. \hfill \Box
Theorem 4.7. Let \( A := \{ t_0, t_1, \ldots, t_k \} \) be a subset of \( \mathbb{Z}_n \) such that \( t_0 = 0 \), 
\( 1 \leq t_1 < t_2 < \cdots < t_k \leq n - 1 \) and the multiplicity of each element in 
\( A \cup A^+ \cup A^{2^+} \) is 2. Then for all \( i \in \{ 2, 3, \ldots, k \} \), \( t_i = t_{i-2} + 3 \) and one of the 
following cases is satisfied:

(1) If \( 1 \in A \), then \( t_1 = 1 \), \( t_k = n - 2 \) and we have 
\[
\begin{align*}
& t_i = t_{i-1} + 1 \quad i \text{ is odd} \\
& t_i = t_{i-1} + 2 \quad i \text{ is even}
\end{align*}
\]

(2) If \( 1 \not\in A \), then \( t_1 = 2 \), \( t_k = n - 1 \) and we have 
\[
\begin{align*}
& t_i = t_{i-1} + 1 \quad i \text{ is even} \\
& t_i = t_{i-1} + 2 \quad i \text{ is odd}
\end{align*}
\]

Proof. (1) Let \( 1 \in A \). By \( 1 \leq t_1 < t_2 < \cdots < t_k \leq n - 1 \), we have \( t_1 = 1 \). 
Also by Corollary 4.6, \( t_k = n - 2 \). We argue by induction on \( i \). For \( i = 2 \), 
it follows from \( t_1 = t_0 + 1 \) and Lemma 4.2 that \( 2 = t_0 + 2 = t_1 + 1 \not\in A \). So 
by Lemma 4.1, \( t_2 = t_1 + 2 = 3 \). Now assume inductively that for \( i < k \), the 
statement is true.

(a) If \( i \) is odd, then \( t_i = t_{i-2} + 3 = t_{i-1} + 1 \) and so by Corollary 4.3, 
\( t_i + 1 = t_{i-1} + 2 \not\in A \). Therefore by Lemma 4.1, \( t_{i+1} = t_i + 2 = t_{i-1} + 3 \).
So, \( i + 1 \) is odd and \( t_{i+1} = t_{(i+1)-1} + 2 = t_{(i+1)-2} + 3 \).

(b) If \( i \) is even, then \( t_i = t_{i-2} + 3 = t_{i-1} + 2 \) and so by Corollary 4.3, 
\( t_i - 1 = t_{i-1} + 1 \not\in A \). Therefore by Lemma 4.4, \( t_{i+1} = t_i + 1 = t_{i-1} + 3 \).
So, \( i + 1 \) is odd and \( t_{i+1} = t_{(i+1)-1} + 1 = t_{(i+1)-2} + 3 \).

(2) Let \( 1 \not\in A \). By Lemma 4.1, \( t_1 = t_0 + 2 = 2 \) because \( 1 = t_0 + 1 \not\in A \). 
Also by Corollary 4.6, \( t_k = n - 1 \). We argue by induction on \( i \). For \( i = 2 \), it 
follows from Lemma 4.4 that \( t_2 = t_1 + 1 = 3 \) because \( 1 = t_1 - 1 \not\in A \). Now 
assume inductively that for \( i < k \), the statement is true.

(a) If \( i \) is even, then \( t_i = t_{i-2} + 3 = t_{i-1} + 1 \) and so by Corollary 4.3, 
\( t_i + 1 = t_{i-1} + 2 \not\in A \). Therefore by Lemma 4.1, \( t_{i+1} = t_i + 2 = t_{i-1} + 3 \).
So, \( i + 1 \) is odd and \( t_{i+1} = t_{(i+1)-1} + 2 = t_{(i+1)-2} + 3 \).

(b) If \( i \) is odd, then \( t_i = t_{i-2} + 3 = t_{i-1} + 2 \) and so by Corollary 4.3, 
\( t_i - 1 = t_{i-1} + 1 \not\in A \). Therefore by Lemma 4.4, \( t_{i+1} = t_i + 1 = t_{i-1} + 3 \).
So, \( i + 1 \) is even and \( t_{i+1} = t_{(i+1)-1} + 1 = t_{(i+1)-2} + 3 \).

This completes the proof. \( \square \)
Proof of Theorem 1.4. Note that \( n := o(x) \) is finite because the group algebra of an infinite cyclic group has no zero-divisors (see [9, Theorem 26.2]). By [1, Lemma 2.5], if we choose \( \beta \) of minimum support size with respect to the property \( \alpha \beta = 0 \), then \( \text{supp}(\beta) \subseteq \langle \text{supp}(\alpha) \rangle \subseteq \langle x \rangle \).

Let \( \beta = \sum_{i=0}^{k} x^{t_i} \) such that \( t_0 = 0 \) and \( 1 \leq t_1 < t_2 < \cdots < t_k \leq n - 1 \). If \( \alpha = 1 + x + x^{-1} \) and \( \alpha' = 1 + x + x^2 \) then \( \alpha' = x\alpha \). Also \( \alpha \gamma = 0 \) if and only if \( \alpha' \gamma = 0 \), for some \( \gamma \in F_2[G] \). Let \( A := \{t_0, t_1, \ldots, t_k\} \) be a subset of \( \mathbb{Z}_n \). Since \((1 + x + x^2)\beta = 0\), the multiplicity of each element in \( A \cup A^+ \cup A^{2+} \) is 2. So by Lemma 4.7, \( t_i = t_{i-2} + 3 \) for all \( i \in \{2, 3, \ldots, k\} \). Also, if \( 1 \in A \) then \( t_1 = 1 \) and \( t_k = n - 2 \), and if \( 1 \not\in A \) then \( t_1 = 2 \) and \( t_k = n - 1 \). Therefore, if \( x \in \text{supp}(\beta) \) then \( \beta = \beta' \) and otherwise \( \beta = \beta'x^{-1} \) because \( 1 = x^0 = x^n \). This completes the proof. \( \square \)

Lemma 4.8. Let \( A \) be a subset of \( \mathbb{Z}_n \) such that the multiplicity of each element in \( A \cup A^+ \cup A^- \) is at least 2. Then \( \mathbb{Z}_n = A \cup A^+ = A^- \cup A = A^+ \cup A^- \) and so \( |A \cap A^-| = |A \cap A^+| = |A^+ \cap A^-| \). Furthermore, if the multiplicity of each element in \( A \cup A^+ \cup A^- \) is exactly 2, then \( n \) must be a multiple of 3, \( |A| = 2n/3 \) and \( |A \cap A^-| = |A \cap A^+| = |A^+ \cap A^-| = n/3 = |A|/2 \).

Proof. By the hypothesis on the multiplicities, we have the following three inclusions: \( A \subseteq A^+ \cup A^- \), \( A^+ \subseteq A^- \cup A \) and \( A^- \subseteq A \cup A^+ \).

For the first part, by induction on \( i \), we prove that \( A + i \subseteq A \cup A^+ \) for all \( i \in \mathbb{N} \). It is clear for \( i = 0, 1 \). For \( i = 2 \), it follows from the second inclusion that \( A^{2+} \subseteq A \cup A^+ \). Now assume inductively that \( A + i \subseteq A \cup A^+ \).

It follows that \( A + (i + 1) \subseteq A^+ \cup A^{2+} \subseteq A^+ \cup (A \cup A^+) = A \cup A^+ \).

This completes the induction. Now as \( \mathbb{Z}_n = \bigcup_{i=1}^{n} A + i \), \( \mathbb{Z}_n = A \cup A^+ \) and the above first three inclusions imply that \( \mathbb{Z}_n = A \cup A^- = A^+ \cup A^- \). Therefore \( n = 2|A| - |A \cap A^-| = 2|A| - |A \cap A^+| = 2|A| - |A^+ \cap A^-| \) and so \( t := |A \cap A^-| = |A \cap A^+| = |A^+ \cap A^-| \).

For the second part, suppose that the multiplicity of each element in \( A \cup A^+ \cup A^- \) is exactly 2. Thus, \( A \cap A^+ \cap A^- = \emptyset \). Therefore \( n = 3|A| - 3t = 3(|A| - t) \) and so \( n \) is a multiple of 3. Also we have \( n = 3|A| - 3t = 2|A| - t \).

Thus \( t = |A|/2 \) and so \( |A| = 2n/3 \). This completes the proof. \( \square \)

Proof of Theorem 1.5. Note that \( n := o(x) \) is finite because the group algebra of an infinite cyclic group has no zero-divisors (see [9, Theorem 26.2]). By [1, Lemma 2.5], if we choose \( \beta \) of minimum support size with respect to the property \( \alpha \beta = 0 \), then \( \text{supp}(\beta) \subseteq \langle \text{supp}(\alpha) \rangle \subseteq \langle x \rangle \).

Let \( \beta = \sum_{i=0}^{k} x^{t_i} \) such that \( t_0 = 0 \) and \( 1 \leq t_1 < t_2 < \cdots < t_k \leq n - 1 \). If
Proof of Theorem 1.6. Note that $n := o(x)$ is finite because the group algebra of an infinite cyclic group has no zero-divisors (see [9, Theorem 26.2]). By [1, Lemma 2.5], if we choose $\beta$ of minimum support size with respect to the property $\alpha \beta = 0$, then supp$(\beta) \subseteq \langle \text{supp}(\alpha) \rangle \subseteq \langle x \rangle$. So, $\alpha(X), \beta(X) \notin \langle X^n - 1 \rangle$ and $\alpha(X)\beta(X) \in \langle X^n - 1 \rangle$. Let $\alpha = 1 + x + x^3$. So, $\alpha(X) = 1 + X + X^3$ is an irreducible polynomial in $F_2[X]$ and $\alpha(X)|X^n - 1$, because $\alpha(X)\beta(X) \in \langle X^n - 1 \rangle$ and $\alpha(X), \beta(X) \notin \langle X^n - 1 \rangle$. Therefore, the reciprocal polynomial of $\alpha(X)$ i.e., $\alpha^*(X) = X^{\deg(\alpha(X))} \frac{1}{\alpha(X)} = 1 + X^2 + X^3$ divides $X^n - 1$, too. Also, it is easy to see that $\alpha(X)$ and $\alpha^*(X)$ do not divide $X - 1$. So, $X^7 - 1 = \alpha(X)\alpha^*(X)(X - 1)$ divides $X^n - 1$. Therefore by part (1) of Remark 3.11, $n$ must be a multiple of 7 because $X^7 - 1$ divides $X^n - 1$. The same discussion for the case that $\alpha = 1 + x^2 + x^3$ completes the proof because the reciprocal polynomial of $\alpha(X)$ is $\alpha^*(X) = 1 + X + X^3$. □

Proposition 4.9. Let $G$ be a group, $x \in G$, $n := o(x) > 2$, $\alpha \in \{1 + x^2 + x^{n-1}, 1 + x^{n-3} + x^{n-2}, 1 + x + x^{n-2}, 1 + x^{n-3} + x^{n-1}\} \subset F_2[G]$ be a zero divisor. Then $n$ must be a multiple of 7.

Proof. Note that $n := o(x)$ is finite because the group algebra of an infinite cyclic group has no zero-divisors (see [9, Theorem 26.2]). By [1, Lemma 2.5], if we choose $\beta$ of minimum support size with respect to the property $\alpha \beta = 0$, then supp$(\beta) \subseteq \langle \text{supp}(\alpha) \rangle \subseteq \langle x \rangle$. If $\alpha$ is equal to $1 + x^2 + x^{n-1}, 1 + x^{n-3} + x^{n-2}, 1 + x + x^{n-2}$ or $1 + x^{n-3} + x^{n-1}$, then $\alpha' \beta = 0$ where $\alpha'$ is equal to $x, \alpha = 1 + x + x^3, x^3, x^3 \alpha = 1 + x + x^3, x^2 \alpha = 1 + x^2 + x^3$ or $x^3 \alpha = 1 + x^2 + x^3$, respectively. So by Theorem 1.6, $n$ must be a multiple of 7. This completes the proof. □
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